Regression




Regression vs. density estimation

Density estimation is nonparametric: no functional form for the shape of
the distribution, or relationship between the variables, is assumed. It is
usually applied to 1-3-dimensional problems.

Regression differs in two respects:

* It addresses problems where one seeks to understand the
dependency of a pre-specified response variable Y on one (or
more) independent variables X (or X).

The science question should determine the response variable

* |t addresses problems of modeling where the functional form of
the relationship between the variables is pre-specified. The
function has parameters, and the goal of the regression is to find
the "best’ parameter values that fit’ the data.

Astronomers perform regressions with heuristic functions
(e.g. power laws) and with functions from astrophysical theory



Classical regression model:




Warning




The error term ¢

There may be different causes of the scatter:




Parameter estimation & model selection

Once a mathematical model is chosen, and a dataset is provided, then the
‘best fit” parameters are estimated by one (or more) of the techniques
discussed in MSMA Chpt. 3:

* Method of moments
* Ordinary least sq

A0SoIdtLe age d|




Important!
In statistical parlance, linear’ means linear in the

Bo+ 5 X + 52X+ ¢




Examples of non-linear regression functions:

Po
RS ENC AR
Bo+ Brcos(X + Bs) + Pasin(X + Ba) + €
Bo+BX for X <z,

P2+ B X for X >z,




Assumptions of ordinary least squares regression

The model is correctly specified (i.e. the population truly follows the
specified relationship)

The errors have (conditional) mean zero: E[e|X] = E[e] =0
The errors are homoscedastic, E[¢.?| X] = 62, and uncorrelated, E[gg] = 0 (i#])
For some purposes, assume the errors are normally distributed, €| X ~ N(0,5?)

For some purposes, assume the data are i.i.d., (x,y,) are independent from
(x;,y;) but share the same distribution

For multivariate covariates X=(X,, X,, ..., Xp), some additional assumptions:
— X;... X, are linearly independent
— The matrix E[X;X.] is positive-definite

OLS gives the maximum likelihood estimator
for regression when £|X ~ N(0,c?)



A very common astronomical regression procedure

Dataset of the form: (Xi.ox:. Yi,ov;)
(bivariate data with heteroscedastic measurement errors with known variances)

- Linear (or other) regression model: Y. = G, + 5, X; + ¢,

Y; — B0 — B1X;
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However, from a statistical viewpoint ....

... this is a non-standard procedure! Pearson’s (1900) chi-square
statistic was developed for a very specific problem: hypothesis testing

for the multinomial experiment producing a contingency table of
counts in a pre-determined number k of categories.
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where O; are the observed counts, and M, are the model counts

dependent on the p model parameters 0. The weights (denominator)
are completely different than in the astronomers’ procedure.

A better approach uses a more complicated likelihood
that includes the measurement errors & model

error, and proceeds with MLE or Bayesian inference.
See important article by Brandon C. Kelly, ApJ 2007.



Concluding remarks

Regression is very widely used in astronomy, and often in a




