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MCMC is a sampler!



Sampling
sampling is concerned with the selection of a subset of 
individuals from within a statistical population to estimate 
characteristics of the whole population.

https://en.wikipedia.org/wiki/Population_(statistics)


When do you need MCMC?

• If you are trying to find the optimum of the likelihood or 
the posterior pdf, you should use a optimizer, not a 
sampler


• If you want to make sure you search all of the parameter 
space, you should use a search algorithm, not a sampler


• MCMC is good at one thing, and one thing only: Sampling 
ill-normalized (or otherwise hard to sample) pdfs.
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How MCMC works

• Random Walk in the parameter space to find maximum 
likelihood value


• Each chain is characterized by a step size (length of each 
step) and by the initial point 


• Accept new point if likelihood is better than previous one.


• We repeat this process with a another chain...and many 
more, until we sampled enough the parameter space 

• Let’s play! https://chi-feng.github.io/mcmc-demo/app.html

Metropolis - Hastings Algorithm 

https://chi-feng.github.io/mcmc-demo/app.html
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How to use MCMC

• Likelihoods and priors


• Autocorrelation & Convergence 


• Tuning


• Initializing and Burn-in


• Results, Error bars, and Figures 

My favorite (the simplest to use) package: emcee

http://dfm.io/emcee/current/



Likelihoods and priors

Posterior Pseudo-code :

MCMC cannot sample a likelihood (which is a probability for the data given 
parameters) . If you see somebody do so, it is a posterior probability for 
some implicit (and improper) “flat” priors. 



Convergence

• A key question for an MCMC operator is how long to run 
to be sure of having reliable results. 


• There is no simple answer because you can’t really ever 
know that you have sampled the full posterior pdf.


• A simple way: compares the variance (in one parameter, 
or your most important parameter, or all parameters) 
within a chain to the variance across chains. 



Tuning

• If the proposal distribution is too narrow, it proposes 
steps too small—almost all steps will be accepted but it 
will take a long time to move anywhere because of 
timidity. 


• If the proposal distribution is too wide, it proposes steps 
too large—the moves will cover parameter space easily, 
but almost no steps will be accepted; it will tend to jump 
to much lower probability regions. 

Proposal distribution should be “just right”



Initialization and Burn-in

Bad initialization position

Burn in



Results mean, median, quantile (68%, 95%) …

Useful figures should be check every time you run MCMC:

1. Trace plots

2. Posterior predictive plots

3. Corner plots

An example: http://dfm.io/emcee/current/user/line/



Troubleshooting

• Functional testing —In addition to a full set of unit tests 
for every part of your code.


• Likelihood issues — Error: Nan or infinite. 


• Check your prior, proper range of your parameters;


• Check the likelihood value, it should be positive. 

• Bad initialization
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Nested Sampling
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